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Creation of a Training Dataset for Question-Answering 

Models in Serbian 

The development and application of artificial intelligence in language technologies have 

advanced significantly in recent years, especially in the domain of the task of answering 

questions (Question Answering - QA). While existing  resources for QA tasks have been 

developed for major world languages, the Serbian language has been relatively neglected in this 

area. This work represents an initiative to create an extensive and diverse set of data for training. 

models for answering questions in the Serbian language, which will contribute to the 

improvement of language technologies for the Serbian language. 

In addition to the numerous research on language models in the last few years, much work has 

also been done on the reference datasets needed to track modeling progress. A lot has been done 

when it comes to answering questions and understanding what is read, although, mostly, when 

it comes to big languages (Rogers et al. 2023). The paper provides an overview of the various 

formats and domains of available multilingual and monolingual resources, with special 

reference to the Serbian language (Cenić & Stojković 2023; Cvetanović & Tadić 2024). We 

Wwill also consider the implications that follow from an excessive focus on the English language
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As part of the TESLA (Text Embeddings - Serbian Language Applications) project, we are 

working on the preparation of a set of data: context, questions and answers, collected from 

different domains. The set will be made up of three smaller ones. To create the first set, a subset 

of the Stanford set SQuAD (Rajpurkar et al. 2018), where the answer is a segment of text, is 

translated and adapted, choosing topics such as: Nikola Tesla, climate change, construction, 

geology, etc. The subset will have around 7000 questions with accompanying answers. The 

second set that is being prepared will mainly be related to environmental protection, informatics 

and energy and will contain about 5000 questions with answers and given context excerpted 

from the textbook. The third set will contain automatically generated contexts based on the 

content of the Wikidata knowledge base. 

The questions are carefully formulated to cover different types of queries: questions that require 

specific facts, questions with descriptive answers (which seek explanations or descriptions), 

and procedural questions, that is, questions that require a series of instructions or steps as a 

response. Data is collected in a variety of ways and verified through a manual annotation 

process to ensure accuracy and relevance of responses. The lack of manually annotated datasets 

in the Serbian language makes the contribution of this research particularly important. 

The conclusion of the paper indicates the importance and potential of the application of this 

data set in various fields, including educational technologies, digital assistants, and information 

retrieval systems. The presented results contribute to the improvement of language technologies 

for the Serbian language, and we hope that they will encourage further research and 

development in this area. 

Keywords: artificial intelligence, natural language processing, language resources, 

annotated sets, information extraction, question answering 
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